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Abstract. To be useful, automatic document classification systems must accurately place documents in categories that are meaningful to users. Because concept mapping externalizes humans’ conceptualizations of a domain, concept maps provide meaningful categories for organizing documents. Since electronic concept-mapping tools provide mechanisms for using concept maps for effective document access, using concept maps as means to classify documents provides at the same time a browsing system to access the classified documents. To enable automatically associating documents with the relevant concept maps, this paper presents a new top-down/bottom-up approach to classifying documents in the context of topically relevant concept maps. Using the target concept maps as context for extracting concepts from text, this approach generates concept-map-based indexing structures from documents and then indexes them under the concept map most compatible with the document. An experimental evaluation shows marked improvements in performance compared both to a previous bottom-up approach to this classification task and to a second baseline method using unstructured keyword-based indices.

1 Introduction

Automatic document classification is as a powerful tool to help people select and understand relevant documents, by placing documents in the context of topically related information. Electronic concept mapping tools such as the CmapTools suite (Cañas et al. 2004), provide an easy-to-use method for humans to generate rich structured descriptions of their conceptualizations—which can in turn be viewed as descriptions of topics of interest—and are widely used for browsing and sharing knowledge. Consequently, the development of tools to automatically associate documents with relevant concept maps would be useful both for helping people to find documents related to a topic of interest as they browse concept maps, and for helping people to understand documents, by suggesting relevant concept maps to provide additional information as they read documents.

In previous work (Valerio, Leake, & Cañas, 2007), we presented initial steps on a method for document classification in which documents are associated with concept maps, based on comparing the target concept maps to a set of concept map fragments generated automatically from the document, and presented an evaluation demonstrating the promise of that approach. The fragmentary concept maps were generated entirely bottom-up from the text in documents, without considering the set of target concept maps. This paper explores a new top-down/bottom-up approach, which exploits the context of a set of target concept maps to bias assignment of labels for concepts, in an algorithm for extracting concepts from documents. Instead of building a single representation for each document, the approach builds a family of representations; each one optimized for the context of a different target concept map, and then classifies the document by the concept map that generates the best-customized fit. We hypothesize that by using top-down guidance from each map when each index is generated, the resulting sets of concepts map will more closely resemble the concept maps defining the categories, and that this will increase classification accuracy.

The paper begins by describing concept maps and the use of electronic concept maps as a medium for knowledge construction and sharing. It then surveys some related work on associating documents to concept maps, frames our specific problem, and presents our algorithm. Finally it presents an evaluation comparing the new algorithm to the previous algorithm for generating concept-map-based indices, and to an additional baseline using only unstructured keyword-based indices, with encouraging results.

2 Concept map Knowledge Models as a Rich Context for Documents

Concept maps express concepts and relationships in a two-dimensional network, where nodes correspond to concepts and links correspond to concept relationships. Concept mapping was developed in the context of education (Novak & Gowin 1984), but more recently, it has been recognized as a useful tool for knowledge construction and sharing by domain experts. In contrast to formal network knowledge representation models, such as semantic networks, conceptual graphs, and text graphs, concept maps are described in informal terms; they use natural language for concept and link labels, and the concept-link-concept triples form simple natural language propositions.

The CmapTools concept mapping software (Cañas et al. 2004) from the Institute for Human and Machine Cognition (IHMC) provides a means for generation and sharing of electronic concept maps, and permits the
construction of concept-map-based knowledge models which are collections of topically related linked concept maps with attached resources such as documents or images (e.g., Briggs et al. 2004). Figure 1 shows a concept map and a linked document resource as displayed by CmapTools. The rich knowledge provided by the concept map and associated resources is a useful context for human document understanding, if documents can be associated with the proper concept maps. The CmapTools system provides methods for annotating concept maps with documents by hand. However, for document sets that are too large to process by hand, or for automatically monitoring a document stream to suggest documents relevant to topics of interest (already captured in a concept map), it is desirable to develop automatic classification methods.

Figure 1. Example of a concept map and an attached document resource as displayed by CmapTools, from the STORM-LK knowledge model (Hoffman et al. 2001).

An automated procedure to extract information from documents to produce concept-map-based indices must be able to recognize meaningful phrases for concepts and links in input documents in natural language. However, because concept maps are an informal representation, generating a “human-like” concept map, for use as a categorization index to compare to human maps, does not require complete analysis of the meaning of the documents. This makes the associated NLP problem somewhat less complex than full understanding.

3 Prior Work on Associating Documents to Concept Maps

The combined top-down/bottom-up approach contrasts with most prior research on automatic methods to form associations between documents and concept maps, which address the problem exclusively top-down. For example, recent research has applied information retrieval solutions to proactively search the Web (Leake et al. 2004) and to search specific document libraries (Reicherzer & Leake 2006a) for resources that are topically related to a concept map under development. However, these solutions aim to provide assistance to users during concept map construction, so the only information that these approaches use from documents is their keywords matching the labels in the target concept map.

Some prior work has instead explored bottom-up approaches, attempting to construct concept maps (or similar representations) automatically from text, but ignoring the information that is available in the possible target concept map knowledge model. Valerio, Leake & Cañas (2007) and Valerio & Leake (2006) apply information extraction techniques to produce a normalized list of concepts, for which labels are assigned by selecting the shortest available label extracted from the document. Alves, Pereira, & Cardoso (2001) use WordNet to extract a hierarchy of nouns from a document and build a list of concepts, followed by iterations of user feedback to identify relationships between pairs of concepts and assign initial labels to relations. Another alternative focuses on word sense disambiguation, using the meaning of nouns and verbs to search for Noun-Verb-Noun structures in the sentences (Rajaraman & Tan 2002). One step towards a more combined approach relies on a predefined list of domain-specific concepts provided by an expert but only considers two concepts to be related if they occur in the same sentence (Clariana & Koul 2004).
4 Overview of the Approach

We address the classification problem starting with a predefined set of concept maps, which constitute the classes. We assume that this set of concept maps will have been generated by hand, by experts or other users, and that the number of concept maps is comparatively small. However, most proposed processing steps are relatively efficient, and some intermediate calculations on the concept map collection can be done offline and stored along with the corresponding map to increase efficiency. In particular, the calculation of the importance of concepts in a map can be executed in this fashion.

The task is to assign each document to the most relevant member of the set of concept maps. Our approach begins by generating sets of indices for each document, each one generated in the context of a different target concept map, in order to bias index generation towards maximizing similarity with the target map. The concept map whose index best matches the corresponding document index is selected as the classification.

More specifically, to associate documents with concept maps, the system takes as input a document and a set $S$ of concept maps (called context concept maps). For each concept map in this set, the system applies the index generation algorithm (described in a following section) to produce a set of concept map indices from the document, in context of that map. This produces n slightly different sets of concept map fragments as the document index. Each document index $\text{index}(D,C)$ makes the concept labels in the index as similar as possible to the labels in the corresponding context concept map $C$, and the concept map most similar to the index is selected. Thus:

$$\text{Class}(D,S) = \arg\max_{C\in S} \text{Sim}(\text{index}(D,C),C)$$

Our approach differs from traditional document categorization algorithms (Sebastiani 2002) in two ways:

1. **Concept map fragments as indices**: Our document representation is based on concept map fragments as indices. The significance of this approach is that these concept map fragments include structural information about concept relationships, which we expect to provide a more accurate representation of its content compared to a set of weighted keywords, and also to enable more effective matching when comparing documents to concept maps, which themselves are structured.

2. **Focus on finding the most similar classification**: Our aim is not to make a boolean decision about whether a document fits a specific fixed category, but rather to identify the most similar element in the search space. This method is in the spirit of K-nearest-neighbor and case-based reasoning, which take a lazy learning approach to categorization. This approach is suitable, for example, when automatically associating documents to the most relevant knowledge model, for a user to make the final determination of whether to add them to the knowledge model.

5 Automatic Generation of a Concept Map Index

Many natural language processing techniques exist for exploiting the information contained on the structure of sentences and phrases of documents (e.g., Harabagiu et al. 2005; Alves, Pereira, & Cardoso 2001). For our task of associating documents to existing concept maps, many of the same methods are relevant and could be applied to refine the process. Here we focus on the characteristics of the process which are specific to the task of mapping documents to concept maps.

Our approach revises our previous bottom-up model of concept map generation (Valerio, Leake, & Cañas 2007). That constructed concept maps based solely on the concepts and linking phrases found in the input document. Our central addition is in the Concept labeling step, which now assigns concept labels based on the existing labels from an input concept map, to provide a context to bias the map generation. In this way, if a relevant target concept map is known, the labels of the new map may be biased towards the vocabulary used in the target map.

The algorithm used for this task is summarized in Figure 2. The algorithm steps are described below.

**Parsing**: The document is first preprocessed by a sentence boundary detection algorithm based on regular expressions, followed by a part-of-speech tagger. Each sentence is then processed by a partial parser to recognize sequences of words corresponding to concepts and linking phrases, using the part-of-speech tags as input. The parsing approach is a modification of Abney's partial parser (Abney 1996) as detailed in (Valerio, Leake, & Cañas 2007).
**Word normalization:** Documents contain morphological variations of words that refer to the same entity, and may use multiple synonyms. The word normalization step splits words into disjoint equivalence classes, using a lemmatizer to find the root of the words (e.g., the root word of “realizing” is “realize”), and a part-of-speech tagger and WordNet (Fellbaum 1998) to find synonymy relations. Once the algorithm identifies the word equivalences, it tags each word with its class, for use in comparing words in later steps.

**Concept extraction:** This step simply selects the concepts discovered during parsing.

**Concept normalization:** The sentence chunks corresponding to concept labels may have superficial differences despite some of them referring to the same concept. The normalization step implements a simple solution for co-reference resolution. Two concept labels are considered the same if all nouns and adjectives in either one are contained in the other, considering the classes produced during the word normalization step. This procedure is applied to resolve named entity co-references as well. The primary challenge for this step is to find co-references across large text spans, because for our application these cannot be limited to references within sentences or paragraphs.

**Concept labeling:** Once the set of equivalent concepts is produced by the previous step, they are assigned a unique label. The input context concept map is used for this purpose. All concept labels from the context concept map are extracted and compared with the sets of normalized concepts, using the procedure described in the previous step. If there is a match, the set of concepts is assigned the label from the context concept map. Otherwise, it is assigned the shortest label extracted from the document. For example, the normalized concept set: {“line of thunderstorms”, “thunderstorm activity”} is labeled as “thunderstorms”, instead of “thunderstorm activity” making it more similar to the context concept map, therefore augmenting the chances of being classified in this category.

**Linking phrase extraction:** Using the parsed sentences and normalized concepts, the sentences in the document are searched for linking phrases that appear between two concepts. These three chunks are used to generate a proposition, as we presume that the phrases show relations between concepts. For example, “thunderstorms”—are frequent in→ “the gulf coast”.

**Concept map generation:** The information from the extracted concepts and linking phrases, in the form of propositions, is used to construct a graphical representation of the concept map. Although this representation is not required to construct the concept map index from the document, it enables the results to be displayed by existing tools for concept map construction. Finally, after integration of all propositions, the map can contain node strings (sequences of nodes that are not connected to other segments) and these are replaced by a single node whose label is the concatenation of the node string labels. This replacement has minor effects on the individual node weight during concept map index comparison.

Figure 3 shows an example of concept map indices generated from a document by the system. The top concept map is an input context map used as context for index generation. The bottom left map is an index concept map generated by the previous version of the algorithm without the context-based concept-labeling
step, and the bottom right map is the index generated by the new algorithm. The highlighted concepts correspond to concepts that were matched during the labeling step and were replaced. The document passage from which the indices were generated is shown at the bottom of the figure.

Figure 3. Example of a document converted to a concept map (top map is from STORM-LK (Hoffman et al. 2001)).

6 Concept Map Similarity Assessment

To identify relevant concept maps, the index concept maps are compared with the corresponding context concept map using cosine similarity (Baeza-Yates & Ribeiro-Neto 1999) and a vector-model representation of concept maps (Leake et al. 2003). The concept map vectors are constructed as in (Valerio, Leake, & Cañas 2007), using the Hub-Authority-Root-Distance (HARD) model (Reichherzer & Leake 2006b) to estimate concept importance based on structural features, each concept is assigned a weight based on its authority value (increasing with number of incoming connections from hubs), hub value (increasing with number of outgoing connections to authorities), and upper node value (shortest distance to root concept). Next, individual keywords are assigned weights according to their frequency and the weight of concepts in which they appear. Each keyword defines a dimension in the concept map vector.

The weight \( w(i) \) of concept \( i \) according to the HARD model is:

\[
w(i) = \phi \cdot h(i) + \psi \cdot a(i) + \gamma \cdot u(i)
\]

where \( h(i) \), \( a(i) \), and \( u(i) \) are the authority, hub, and upper node values for \( i \), described in detail in (Cañas, Leake, & Maguitman 2001).
In our experiments, the parameters are set to $\phi = 0, \psi = 2.235, \gamma = 1.764$, which were previously found to best fit the model for experimental user data (Leake, Maguitman & Reichherzer 2004). The weight $w(j)$ of keyword $j$ is the sum of the concept weights multiplied by the frequency of the keyword in each concept.

$$w(j) = \sum_{i \in \text{concepts}} \text{frequency}(i, j) \cdot w(i)$$

Keywords are normalized with a lemmatizer to prevent mismatches due to morphological variations and also tagged with part-of-speech to reduce noise.

6.1 Experimental setup

Our experiment tests the ability of the algorithm to associate an input document to the most relevant maps in a collection of concept maps constructed by experts. The test data for the evaluation is a set of existing knowledge models containing a number of concept maps annotated with topically related documents, which have been used previously as “gold standard” concept maps for evaluating concept map-document associations. The knowledge models from Mars 2001 (Briggs et al. 2004) and STORM-LK (Hoffman et al. 2001) contain a total of 80 concept maps and 131 different documents already linked to the concept maps. It is possible for a document to be associated with more than one concept map. The evaluation is based on a match between the concept maps identified by the system as the most relevant and the original concept map annotations, measuring the ability of the procedure to find the original associations.

To perform the test, all documents are separated from the concept maps. Next, each of the documents is processed individually with no prior knowledge about the concept maps to which it was originally linked used in this processing. As described in the previous section, for each document the concept map generation process is repeated with all 80 concept maps separately, producing 80 slightly different concept map indices differing on their concept labels. The system then compares the produced index concept maps with the corresponding concept maps in the knowledge model using the similarity measure describe above. Next, the concept map indices are sorted in descending order by their similarity value to the maps used as context for generating them, with the similarity measure used to judge relevance.

One goal of this evaluation is to determine the precision and recall achieved by the system when different cutoffs are applied to select the relevant concept maps from the sorted list. In our case, the cutoffs range from 1 to 5. Cutoff = 2 means that the two most similar concept maps are attached to the document. An attachment is considered successful if the document is correctly associated with a concept map originally containing it.

6.2 Experimental results

The algorithm performance was compared to the algorithm presented in (Valerio, Leake, & Cañas 2007) and to a baseline algorithm that constructs its document vector representation solely based on keyword frequency. The latter illustrates the performance in the absence of structural information.

Figure 4 shows the results of the evaluation. The new algorithm showed an average precision increase of 14% compared to the previous algorithm that does not use the target concept map labels, and 27% compared to the baseline. We also calculated the F1 measure (harmonic mean of precision/recall) when only the most similar concept is associated with the document (cutoff = 1). In this case, the proposed algorithm also outperformed the other methods by similar margins. This indicates that the precision was increased without degrading recall.
Figure 4. Precision/Recall plot for document classification with the three methods.

The improvement when a concept map index is constructed using the concept labels from a target concept map suggests the value of using the context of the target concept maps to refine the automatic concept map generation procedure, indicating that the information obtained from the concept map context is meaningful. These results also indicate a significant improvement of the results compared to the keyword-based algorithm reaffirming that the structure of the generated concept map gives valuable information during the document classification task.

7 Summary and future work

This paper presented a top-down/bottom-up algorithm to extract information from documents to construct concept map indices automatically, using target concept maps as context to refine the assignment of concept labels. The addition of top-down information resulted in a significant performance improvement compared to the previous bottom-up only approach, when using the indices for a document classification task. These results suggest the promise of this approach to generating concept-map indices from documents, taking advantage of existing natural language processing techniques to extract information efficiently from documents and at the same time using existing concept map knowledge models to guide the construction process as a higher-level semantic information source.

The ultimate goal of our project is to develop intelligent user interfaces to assist during document understanding and contextualization tasks. For this work, we intend to further refine the concept normalization step of the conversion procedure to produce better quality concept map indices and to also refine and evaluate the linking phrase extraction step, which we foresee as an interesting and challenging task.
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